Flixcheck

Ki-Betrug erkennen,
bevor er Schaden anrichtet

Fraud Detection fur Versicherer
mit Flixcheck Verify




Warum Fraud Detection
im Schadenmanagement
jetzt Prioritat hat

Die Schadenabteilung ist seit jeher eine der
sensibelsten Schnittstellen zwischen
Versicherer und Kunde. Hier entscheidet sich,
ob ein Leistungsversprechen eingelost wird
und ob dies wirtschaftlich tragfdhig geschieht.
Parallel dazu weichst der Druck auf
Versicherer:

e steigende Schadenaufwdnde und
Kostendruck,

e erhohte Erwartungen an Geschwindigkeit
und Kundenerlebnis,

e zunehmende Professionalitdt von
Betrugsversuchen - insbesondere durch
den Einsatz von Kiinstlicher Intelligenz (KI)

Mit der Verbreitung generativer KI-Tools kénnen
heute realistische Schadensbilder mit wenigen
Klicks erzeugt oder manipuliert werden. Fur

menschliche Prifer ist es oft kaum mdglich,
._ A

solche Bilder von echten Aufnahmen zu
unterscheiden, insbesondere bei hohem
Fallaufkommen und unter Zeitdruck.
Klassische Prifmechanismen wie
Plausibilitatschecks, Stichproben oder reine
Metadaten-Analysen stoBen hier an ihre
Grenzen.

Fiir Versicherer entsteht dadurch ein neues
Spannungsfeld:

Einerseits sollen ehrliche Kundinnen und
Kunden schnell, digital und méglichst
friktionslos entschadigt werden. Andererseits
mussen betrligerische Schdden frihzeitig
erkannt und konsequent unterbunden werden,
um Schadenquote und Prdmienniveau stabil
zu halten. Fraud Detection im
Schadenmanagement ist damit kein ,,Nice-to-
have* mehr, sondern ein zentraler Bestandteil
einer zukunftssicheren Schadenstrategie.

Wenn Sie nun vor der Frage stehen, wie Sie
schnelle, digitale Schadenprozesse im
Umgang mit Bildnachweisen und robuster

Betrugserkennung verbinden konnen, liefert
Ihnen dieses Whitepaper praxisnahe
Orientierung und zeigt, wie Flixcheck Verify
Sie dabei konkret unterstiitzen kann.
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Fraud Detection im
Kontext der Versicher-
ungsbranche

Fraud Detection ist im Schadenmanagement
etabliert - verandert haben sich jedoch
Tempo und Angriffsflache: Digitale Eingangs-
kanale, hohe Fallzahlen und der Wunsch nach
schneller Bearbeitung machen Bildnachweise
zunehmend entscheidungsrelevant. Genau
dadurch werden Fotos zum attraktiven Ziel,
denn Manipulationen konnen Plausibilisie-
rung, Priorisierung und sogar Dunkelver-
arbeitung gezielt beeinflussen.



Typische Betrugs-
szenarien im
Schadenbereich
mit Fokus auf
Bildnachweisen

Im Zentrum stehen vor allem bild-
getriebene Muster: bearbeitete
Fotos realer Schdden (Retusche,
Zuschnitt, Montage), um AusmanB
oder Kontext ,,passend‘ zu machen,
sowie Recycling/Dubletten, wieder-
verwendete Bilder aus dlteren Fallen
oder externen Quellen. Haufig sind
auch inszenierte Bildstrecken, die
den gewlnschten Hergang stutzen,
aber prifkritische Perspektiven
auslassen (z. B. nur Details ohne
Ubersicht oder Referenzen).

Hinzu kommt ,,technischer Nebel*
als Taktik: Screenshots statt
Originalfotos, starke Kompression
Uber Messenger oder Kanalwechsel
(z. B. E-Mail statt Portal/App),
wodurch Metadaten und forensische
Spuren fehlen. Besonders verbreitet
ist zudem Mischbetrug: Ein realer
Schaden wird genutzt, um zusatz-
liche Positionen zu begrinden. Die
Inkonsistenz zeigt sich oft erst im
Zusammenspiel von Bildern,
Angaben und Zeit- /Kontextlogik.

Bisherige Methoden zur
Betrugserkennung

Der bestehende Methodenmix bleibt
unverzichtbar, hat aber in bildlast-
igen Fallen typische Grenzen:

Manuelle Priifung

Ist flexibel und profitiert von Er-
fahrung, skaliert jedoch schlecht
und ist je nach Team und Zeitdruck
uneinheitlich.

Regelwerke/Scoring

Sind schnell und auditierbar, werden
aber zunehmend umgangen und
erzeugen bei Grenzfdllen False
Positives.

Stichproben, Vier-Augen-
Prinzip und SIU-Prozesse

Sind wirksam bei klarer Verdachts-
lage, jedoch kapazitGtsgebunden
und hdufig reaktiv.

Historien- und
Netzwerkchecks

helfen stark bei Serienmustern,
liefern aber nicht immer eine
belastbare Aussage ,,im Bild*.

Klassische Bildforensik

(Metadaten, Dubletten, Artefakte)
erkennt offensichtliche Mani-
pulationen, st6Bt jedoch in der Praxis
an Grenzen, wenn Metadaten fehlen,
Bilder stark komprimiert sind oder
Formate und Qualitdt stark variieren.



Regulatorische

Rahmenbedingungen
und Reputationsrisiken

Fraud Detection ist requlatorisch und reputativ
sensibel, weil sie direkt in Leistungsent-
scheidungen und Kundenerlebnis eingreift.

Verdachtsindizien und Prozessschritte missen
nachvollziehbar und auditféihig dokumentiert
sein, wdhrend Bilddaten DSGVO-konform
verarbeitet werden missen (Zweckbindung,
Zugriffskontrollen, Aufbewahrung).

Gleichzeitig ist der Umgang mit Verdachtsfdllen
eine Balance zwischen Wirksamkeit und Fair-
ness: zu wenig Kontrolle erhdoht das Risiko von
Serienbetrug und steigenden Schadenquoten, zu
harte oder intransparente Prafungen fihren zu
Verzégerungen, Beschwerden und Vertrauens-
verlust.

Entsprechend brauchen moderne Ansdtze nicht
nur Treffer, sondern begrindbare Hinweise fur
die Sachbearbeitung - konsistent, datenschutz-
konform und sauber integrierbar in bestehende
Schadenprozesse.
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Die neue Betrugs-
dimension: Kl-generierte
Bilder und Deepfakes

Was sich aktuell verschiebt, ist weniger das
,,Ob“ von Bildmanipulation, sondern das Wie:
Generative Kl senkt die Einstiegshlrde massiv
und hebt gleichzeitig die Qualitat. Damit
entstehen Schadennachweise, die auf den
ersten Blick plausibel wirken, sich schnell
variieren lassen und in digitalen Prozessen
deutlich schwerer zu entlarven sind besonders
dann, wenn Bilder Uber verschiedene Kanadle
und in heterogener Qualitat eingehen.



Was sind Kl -
generierte Bilder ?

z. B. Deepfakes oder generative Bildmodel -
le? KI-generierte Bilder entstehen durch
Modelle, die Inhalte nicht nur bearbeiten,
sondern neu erzeugen oder gezielt ,,umfor-
men“. In der Praxis sind das vor allem drei
Kategorien, die fur Schadenprozesse
relevant werden:

Generative Bildmodelle
(z. B. far Text -zu-Bild)
Es entstehen komplett neue Fotoszenen, die wie ,,echte*

Aufnahmen aussehen kdnnen - inklusive Licht, Perspektive und
Details.

Bildbearbeitung mit Ki
(Inpainting/Outpainting, ,,Generative Fill“)

Reale Fotos werden punktgenau verdndert, ohne dass klassische
Bearbeitungsspuren deutlich sichtbar sind (z. B. Kratzer ergéinzen,
Brandspuren verstdrken, Wasserflecken plausibilisieren).

Deepfakes
(Bild/Video)

Inhalte werden so verdndert, dass Personen, Umgebungen oder
Situationen real wirken - fir den Schadenbereich eher indirekt
relevant, aber zunehmend als Teil ,,stimmiger* Fallnarrative (z. B.
Videoausschnitte, vermeintliche Belege).




Warum klassische

Prufmechanismen hier
an ihre Grenzen stoBBen

Viele etablierte Kontrollen setzen implizit darauf, dass
Manipulation entweder handwerkliche Spuren hinterldsst oder
dass Kontextdaten (Metadaten, Originaldateien, konsistente
Serienlogik) verlasslich verflgbar sind. Genau das wird durch
generative Kl schwieriger:

Weniger verwertbare

a Metadaten: O

In realen Eingangskandlen fehlen
EXIF-Daten haufig ohnehin
(Screenshots, Messenger, Kompres-
sion). KI-Manipulation braucht sie
nicht und passt damit ,,perfekt“ in
metadatenarme Prozesse.

- Regelbasiertes Scoring wird

= leichter umgangen: ©
Wenn Betrlger Varianten in Minuten
erzeugen kdnnen, passen sie Motive,
Bildausschnitte und Qualitét so an,
dass einfache Heuristiken (zu ,,per-
fekt®, zu ,,unscharf®, falsches
Format) nicht mehr greifen.

Hohe visuelle Plausibilitct
bei geringer Varianz:

Moderne Kl kann Licht, Texturen und
Perspektiven so konsistent erzeu-
gen, dass selbst gelibte Priferim
Tagesgeschdaft nur schwer belast-
bare Indizien finden - besonders
unter Zeitdruck.

Manuelle Priifung skaliert
nicht:

Wenn Verdachtsfdlle steigen, stei-
gen auch Ruckfragen und Eskala-
tionen - die Folge sind l&ngere
Durchlaufzeiten und ein héheres
Risiko von Fehlentscheidungen
(False Positives wie False
Negatives).

Klassische Prufmechanismen bleiben wichtig, aber sie sind ohne zusatzliche,
w spezialisierte Signale im Bild zunehmend nicht mehr trennscharf genug.



Konkrete Bedrohungs-
szenarien fur Versicherer

Manipulierte Schadensfotos

Reale Fotos werden mit Kl so verdndert, dass
der Schaden plausibel ,,aufgewertet wird.
Typisch sind Ergdnzungen oder Verstdrkungen
(z. B. Kratzer/Dellen, Bruchkanten, Feuchtig-
keitsspuren), das Entfernen von Kontext (Vor-
schdden, Umgebung) oder das ,,Repa-rieren®
von Widerspriichen im Bild (z. B. stérende
Details, die nicht zum Hergang passen). Das
Ergebnis wirkt wie ein normales Handyfoto.

Serienbetrug mit skalierbaren KI-
Inhalten

Der groBte Hebel liegt in der Skalierung: Ein
einmal funktionierendes Muster kann als Vor-
lage dienen und in kurzer Zeit in vielen Varian-
ten ausgespielt werden (andere Perspektive,
anderer Hintergrund, andere Schadeninten-
sitdit). Kombiniert mit kanallbergreifender
Einreichung (E-Mail/Portal/App/Checks)
entsteht eine neue Art von ,,.Betrugsautoma-
tion“, bei der Masse und Variation die
Erkennung erschweren.

Vollstdndig synthetische Schdaden

Hier wird nicht mehr ein Bild manipuliert,
sondern der gesamte Nachweis erzeugt:
plausible Fotos eines beschadigten Gegen-
stands oder einer Situation, die so aussehen,
als waren sie vor Ort aufgenommen worden. In
digitalen Prozessen, vor allem dort, wo schnelle
Requlierung gewiinscht ist und weitere Nach-
weise minimal gehalten werden steigt dadurch
das Risiko, dass Fdlle Uberhaupt erst in den
Prozess , hineinrutschen®, bevor sie auffallen.
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Auswirkungen auf Schaden-
quote, Bearbeitungszeiten
und Kundenvertrauen

Operativ fUuhrt das zu mehr ,Leakage*“-Risiko (unbe-
rechtigte Zahlungen), mehr Prifaufwand und einer
Verschiebung der Arbeit in Richtung Triage und Es-
kalation. Gleichzeitig steigt das Spannungsfeld im
Kundenerlebnis: Wenn Sie Kontrollen verscharfen,
drohen mehr Ruckfragen und langere Laufzeiten fur
legitime Falle; wenn Sie Prozesse schlank halten,
wdchst das Risiko systematischer Ausnutzung

Reputativ wirkt beides

Sichtbare Betrugswellen schaden
Vertrauen in Prdmienlogik und
Leistungsfdhigkeit - zu harte oder
uneinheitliche Priifungen schaden
Vertrauen in Fairness und Service.
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Herausforderungen fur
Versicherer in der Praxis

Die beschriebenen Betrugsmuster treffen in
der Realitat auf Schadenorganisationen, die
unter einem konstanten Spannungsfeld
arbeiten: schnell requlieren, Kundenerlebnis
sichern, Kosten im Griff behalten und gleich-
zeitig Missbrauch erkennen. Gerade bei bild-
basierten Nachweisen entsteht dadurch eine
LUcke zwischen Anspruch und Alltag, die
Betrlger gezielt ausnutzen.



Operative Herausforderungen
in Schadenabteilungen

Zeitdruck und hohe
Fallzahlen

Manuelle Bildpriifung als
Kostentreiber

Schadenprozesse sind heute stark getaktet: SLAs, digitale
Erwartungshaltung und die zunehmende Automatisierung von
Standardfdallen erhohen den Druck, schnell zu entscheiden.

Gleichzeitig steigt die Zahl der Falle, in denen Bilder entschei-
dungsrelevant sind, als primdrer Nachweis oder als Trigger flr
Priorisierung und Dunkelverarbeitung.

In dieser Situation wird Betrugserkennung hdufig ,,nebenbei*
geleistet: als Zusatzaufgabe zur eigentlichen Fallbearbeitung.
Genau das macht sie anfallig, denn Kl-generierte oder mani-
pulierte Bilder sind darauf ausgelegt, im schnellen Sichtcheck
nicht aufzufallen.

Manuelle Bildprifung ist teuer, weil sie Expertise bindet und nicht
linear skaliert. Wenn Verdachtsfdlle zunehmen, steigen Rlck-
fragen, Eskalationen und SIU-Tickets, oft ohne klare Trennscharfe.

Das Ergebnis sind hdhere Bearbeitungskosten pro Fall und léingere
Durchlaufzeiten, auch fir legitime Kundinnen und Kunden.
Gleichzeitig bleibt ein Restrisiko:

Wenn Teams wegen Uberlqstung ,,durchwinken®, entsteht
Leakage; wenn sie zu streng prifen, entstehen False Positives
und ein spurbarer Disput im Kundenerlebnis.
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fur Versicherer

Technische
Herausforder-
ungen

Heterogene Input-Kandile

Bilder kommen selten Uber einen
einzigen Kanal. In der Praxis laufen
Nachweise Uber E-Mail, Kunden-
portale, Apps, Messenger-Weiter-
leitungen oder strukturierte Prozesse
wie digitale Formulare/Checks ein.
Jeder Kanal bringt andere Qualitats-
und Kontextbedingungen mit: mal
mit Originaldatei, mal als Screen-
shot, mal als komprimierter Upload.
FUr Fraud Detection bedeutet das:
Die Prufbasis ist nicht standardisiert
und Signale, die in einem Kanal
verflgbar wdren, fehlen im
ndchsten.

Unterschiedliche Bildqualitat,

Metadaten und Formate

Selbst bei dhnlichen Fallen unter-
scheiden sich Bilder stark:
Auflésung, Kompression, Ausschnitt,
Dateiformate und Bearbeitungs-
historie variieren. Metadaten (EXIF)
fehlen haufig vollsténdig oder sind
nicht verldasslich, weil sie durch
Upload-Strecken entfernt werden.
Genau diese Realitdt beglnstigt K-
Manipulation: Moderne generative
Verfahren sind nicht auf Metadaten
angewiesen und liefern Ergebnisse,
die visuell plausibel wirken, auch bei
niedriger Qualitat. Klassische foren-
sische Indikatoren werden dadurch
weniger trennscharf, wenn sie
isoliert betrachtet werden.




Organisatorische
und rechtliche
Herausforderungen

Dokumentationspflichten

Nachvollziehbarkeit und
Auditfdhigkeit von
Entscheidungen

Datenschutz & DSGVO

Verdachtsentscheidungen mussen begrindet werden kénnen,
intern (Qualitdtssicherung, SIU-Prozesse) und extern
(Beschwerden, Rechtsstreit, Aufsicht). In der Praxis bedeutet das:
Wer einen Fall markiert oder verzogert, braucht nachvollziehbare
Indizien und eine saubere Dokumentationslogik, die in besteh-
ende Workflows passt.

Je starker Fraud Detection automatisiert wird, desto wichtiger
wird Auditfahigkeit: Welche Signale lagen vor? Welche Schwelle
wurde genutzt? Welche Folgeprozesse wurden ausgeldst? Ohne
nachvollziehbare Entscheidungsgrundlage entsteht ein Risiko,
nicht nur rechtlich, sondern auch fir die Akzeptanz in den Teams.
Moderne Losungen missen daher Ergebnisse liefern, die operativ
verwertbar sind: als konsistenter Hinweis, als Score oder als
klarer Trigger fur Triage und Eskalation.

Bilddaten sind personenbezogen oder kénnen es sein - insbe-
sondere, wenn Personen, Kennzeichen, Adressen oder Dokumen-
te enthalten sind. Damit gelten klare Anforderungen an Zweck-
bindung, Zugriff, Aufbewahrung und Verarbeitung. Fir Versich-
erer heiBt das: Fraud Detection muss DSGVO-konform gestaltet
sein, ohne dass sie dadurch praktisch unbrauchbar wird. Ent-
scheidend ist, dass Lésungen datenschutzfreundlich integriert
werden kdnnen - mit klaren Rollen- und Rechtekonzepten und
ohne unnotige Datenweitergabe oder manuelle Umwege.
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Die Rolle von Kl in
der modernen Fraud
Detection

Kl ist kein Ersatz fur etablierte Prozesse, aber
sie wird zum zentralen Verstarker: Sie kann
Bildnachweise in groBer Menge konsistent
bewerten, Muster erkennen, die im Alltag
unsichtbar bleiben und so aus einer ,,reak-
tiven® Betrugsprufung wieder eine proaktive
Steuerungsfunktion machen.



Wie Kl bei der Bild-
analyse unterstiitzt

Kl kann Bilder automatisiert auf Auffallig-
keiten prufen und Verdachtsindizien in
standardisierter Form bereitstellen. Der
wichtigste Nutzen liegt in der Skalierung:
statt nur Stichproben oder Eskalationsfalle
zu prufen, konnen Sie grundsatzlich mehr
Falle mit einem ersten Screening versehen.
Das ermoglicht:

. Triage . Konsistenz a Entlastung
Unauffdllige Falle Gleiches Priufniveau Sachbearbeitung fokus-
schneller durchlaufen unabhdngig von Team, siert sich auf Entschei-
lassen, auffallige Tageslast oder dung und Kommuni-
priorisieren. Erfahrung. kation, nicht auf foren-

sische Detailprifung.



Erkennungsansatze:
Muster, Artefakte,
Metadaten, Kontext

Pixel-/Inhaltsanalyse Erkennung typischer generativer Spuren wie unplausible
(Muster, Texturen, Texturen, Kompressionsmuster oder Artefakte, besonders
Artequte); relevant bei KI-generierten Bildern.

Metadatenanalyse Kann hilfreich sein, ist aber in realen Kandalen oft unvollstdandig

oder entfernt. Als alleiniger Ansatz daher zu fragil.

Kontext- und Abgleich mit Fallinformationen (Zeit, Ort, Objekt, Historie,
quusibilitﬁtslogik Serienmuster). Hier entstehen oft starke Hinweise, aber nicht
zwingend ,,im Bild“.

Moderne Fraud Detection wird belastbar, wenn diese Ebenen kombiniert
w werden: Bildsignale fir Authentizitdt, Kontextsignale fur Plausibilitét und
Prozesssignale fir Priorisierung.



Warum eine
Kombination aus
Mensch und Ma -
schine ideal ist

Die beste Wirkung entsteht, wenn Kl die
Vorarbeit Ubernimmt und Menschen die
Entscheidung treffen:

O Kl liefert skalierbare, konsistente
Hinweise (z. B. Score/Flag), auch bei
hohem Durchsatz.

1 Menschen bewerten Grenzfalle,
klaren Widerspriche und steuern die
Kommunikation mit Kundinnen und
Kunden.

Gemeinsam reduzieren Sie sowohl
False Negatives (Leakage) als auch
False Positives (unnétige Reibung).

L9

Wichtig ist dabei das Zielbild: Kl nicht
als ,,Black-Box-Entscheider®, sondern
als Entscheidungsunterstiitzung, die
Triage und Eskalation sauber in
bestehende Rollen (Schaden, SIU,
Compliance) integriert.
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Flixcheck Verify -
Uberblick iiber die
Losung

Flixcheck Verify adressiert genau die Praxis-
lGcke, die durch generative Kl entstanden ist:
Es liefert spezialisierte Bildsignale zur Erken-
nung synthetischer und manipulierter Inhalte
- automatisiert, skalierbar und so konzipiert,
dass es in reale Schadenprozesse passt.



Detect Al-Generated
Images:

Detect Deepfakes:

Was ist Flixcheck
Verify?

Flixcheck Verify ist eine Losung zur automatisierten Erkennung
von Bildmanipulationen und KI-generierten Inhalten in Uploads.
Der Fokus liegt darauf, Schadennachweise und bildbasierte
Dokumente frihzeitig auf Auffalligkeiten zu prifen und der
Sachbearbeitung verwertbare Hinweise zu liefern.
Kernbausteine sind:

Erkennt, ob ein Bild vollsténdig synthetisch erzeugt wurde. Die
Erkennung basiert auf Pixel- und Inhaltsanalyse (Form, Textur,
Kompression, Artefakte) und funktioniert ohne Wasserzeichen
und unabhdngig von Metadaten auch dann, wenn EXIF-Daten
fehlen oder entfernt wurden.

Erkennt Deepfakes in Bildern und Videos mit Schwerpunkt auf
Gesichtsmanipulation (z. B. Face Swaps, Gesichtstransfor-
mationen) und liefert einen Deepfake-Score als Wahrschein-
lichkeit, dass ein Gesicht manipuliert wurde.

Damit wird die zentrale Abgrenzung operational nutzbar:
e  Ist das Bild komplett synthetisch?* (Al-Generated Images)
e  Wurde ein reales Bild/Video synthetisch manipuliert -
insbesondere im Gesicht?“ (Deepfakes)

Betrugsverdacht erkannt
98% erhohtes Risiko
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Positionierung im
Flixcheck-Okosystem

Flixcheck Verify erganzt digitale Datenerfassung
und Upload-Prozesse um eine Sicherheits- und
Vertrauensebene. Uberall dort, wo Bilder oder
Dokumente in digitale Ablaufe einflieBen z. B. in
strukturierten Checks oder kanaltUbergreifenden
Uploads kann Verify als automatisierter Pruf -
schritt eingesetzt werden: zur Triage, zur Markier-
ung von Auffalligkeiten und zur Unterstltzung der
Sachbearbeitung.

Schadensmeldung




Ziele von
Flixcheck Verify

“ Friihzeitige Erkennung von KI-Betrug
Statt erst im Nachgang durch Stichproben oder
Auffalligkeiten im Prozess zu reagieren, ermoglicht
Verify ein frihes Screening direkt beim Eingang von
Bildnachweisen. Gerade bei Kl-generierten Bildern ist
das entscheidend, weil visuelle Plausibilitdt heute
kein verldassliches Kriterium mehr ist.

Entlastung der
Schadenbearbeitung

Verify reduziert den Bedarf, jedes
Bild manuell ,,forensisch* prifen zu
mussen. Die Sachbearbeitung
erhdlt konsistente Signale (z. B.
synthetisch/echt bzw. Deepfake-
Score) und kann ihre Zeit auf
Klarung, Kommunikation und Ent-
scheidung verwenden statt auf
zeitintensive Sichtprifungen ohne
Trennscharfe.

Reduktion finanzieller
Schadden

Durch bessere Triage und weniger
Leakage sinkt das Risiko unberech-
tigter Auszahlungen, besonders
relevant bei skalierbaren Serien-
mustern, bei denen ein einzelnes
funktionierendes KI-Muster schnell
in viele Varianten Ubersetzt werden
kann.
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Hosting & Datenhaltung

Zur automatisierten Betrugserkennung in sensiblen
Kundenprozessen nutzt Flixcheck die Services von
Sightengine. Um hochste Datenschutzanforderungen
zu erfullen, verarbeitet Sightengine sdmtliche Daten
ausschlieBlich innerhalb der Europdischen Union -
konkret an Serverstandorten in Irland, Frankreich und
Deutschland. Fur das Hosting setzt Sightengine auf
ausgewdhlte europdische Infrastrukturpartner:

e OVH SAS (Frankreich) stellt dedizierte Server zur
Verfugung,

e Amazon Web Services (AWS) betreibt Dienste wie
EC2, RDS und S3in Irland und Frankreich,

e Hetzner Online GmbH (Deutschland) sorgt fur
performante, DSGVO-konforme
Serverinfrastruktur auf deutschem Boden.

Durch diese Konstellation ist gewdahrleistet, dass
smtliche Verarbeitungsschritte sowohl technisch als
auch vertraglich auf europdische
Datenschutzstandards ausgerichtet sind, ein
zentrales Kriterium fur Unternehmen in requlierten
Branchen.
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Fazit

Kl-gestUtzter Betrug ist keine theoretische
Zukunftsfrage mehr, sondern eine reale Ver-
schiebung der Angriffsfldche im Schaden-
management: Bilder lassen sich heute in
hoher Qualitat erzeugen oder manipulieren -
schnell, variantenreich und oft ohne klas-
sische Spuren.

Das trifft auf Schadenabteilungen, die unter
Zeitdruck und hoher Auslastung arbeiten und
in heterogenen Kandlen mit wechselnder
Bildqualitat entscheiden mussen.



Die Konsequenz ist klar: Versicherer brauchen
zustitzliche, spezialisierte Signale, die direkt
im Bild ansetzen, robust auch ohne Meta-
daten, skalierbar iiber groBe Fallmengen und
so integriert, dass Entscheidungen nachvoll-
ziehbar und DSGVO-konform bleiben.

Flixcheck Verify unterstltzt genau an dieser
Stelle: mit automatisierter Erkennung Kl-
generierter Bilder (pixel-/inhaltsbasiert, ohne
Wasserzeichen und unabhdngig von Metadaten)
sowie Deepfake-Erkennung fir Gesichts-
manipulationen inklusive Score. So lassen sich
Falle frihzeitig triagieren, Sachbearbeitung
entlasten und finanzielle Schéden reduzieren
ohne das Kundenerlebnis unnétig zu belasten.

Wenn Sie schnelle, digitale Schadenprozesse
weiterhin ermdéglichen und gleichzeitig die neue
Betrugsdimension beherrschbar machen wollen,
ist jetzt der richtige Zeitpunkt, Fraud Detection
strategisch zu erweitern und Bildauthentizitat
als festen Bestandteil der Schadenstrategie zu
verankern.



